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Course Description 

The principles of statistical modeling, experimental design, and the use of regression techniques for data 
following an exponential family distribution are presented. The R language is used for statistical modeling. 
Regression techniques for analyzing binary or binomial data, Poisson data, and data exhibiting overdispersion 
are introduced. Models for continuous data, categorical data with multiple categories and ordinal variables 
are also discussed. Emphasis is placed on predicting new observations and the ability to separate 
subpopulations as supervised learning techniques. 

Prerequisites 
Students should have basic knowledge of mathematical calculus and probability theory. 

Target Learning Outcomes 
Upon successful completion of the course, students are expected to understand if the nature of their data 
allows application of a generalized linear model (knowledge and understanding). They should also be able to 
define the appropriate generalized linear model to the data at hand (application). They should be able to fit this 
model, interpret the results of analysis and provide predictions of future observations (skill). Finally, they 
should be able to explain to scientists of other disciplines the results of their analysis (synthesis). 
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Teaching and Learning Activities 
One three-hour lecture per week, study exercises as homework (some to be submitted). 



Assessment and Grading Methods 

The final grade is the weighted average of the final examination grade (70%) and the grade of the study 
exercises to be submitted (30%). 
 


